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Checking normality assumptions: t-test
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ecking normality assumptions: ANOVA
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> Contrasts

» Order Resticted Hypotheses
» PostHoc Tests
v Descriptives Plots.

Factors

Display
Error bars.
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‘Standard error

[RE- oK ]
Dependent Variable.
/ Delivery Times
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Horizontal Axis
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‘Separate Lines

& Ciinic
Separate Plots

Results

ANOVA
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Cases Sum of Squares of Mean Square F 3 0 W
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Assumption Checks

Test for Equalty of Vaniances (Levene's)
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The test of equality of
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nonsignificant, meaning that
the assumptions of normality

381

and equal variances are not
violated.




Exercise |

« Simple regression in JASP
» Open data file “WeightHeight.csv*
« Conduct a simple regression analysis to predict height from
weight
« Regression coefficient, significance test, R?
» Test assumptions: linearity, homoscedasticity, and normality

* Run the analysis when the predictor is centered
(note: Xcenterea = X — X)
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Edit Data Descriptives T-Tests ANOVA Mixed Models Regression  Frequencies Factor Machine Learning Meta-Analysis
v Linear Regression Q0 ®0OO Results
Dependent Variable - o
& Gender Linear Regression
> /" Height
Method )
Enter Model Summary - Height
Covarales Model R R Adjusted R’ RMSE
< & Weight Me 0.000 0.000 0.000 9992
: . M. 0924 0.853 0.852 3847
o a
Note. M, includes Weight
Factors
= ANGVA
Model Sum of Squares df Mean Square 5 p
M, Regression 8433338 1 8433838 569.910 <001
Residual 1450.258 98 14.799
WLS Weights (optional) Total 9224.096 29
» Nate. M; inciudes Weight
Note. The intercept model is omitted, as no meaningful information can be shown.
» Model
v Stafistics Coefficients
< Model Unstandardized Standard Error Standardized i P
Model Summary Coefficients
R squared change Eatraiss Me (Intercept) 168.345 0.999 165.430 <.001
Fchange From (5000 | b Wy (intercept) 125.194 1.848 67 748 < 001
Weight 0.599% 0.025 0.924 23873 <.001
AIC and BIC Confidence intervals
Durbin-Watson Tolerance and VIF
Vovk-Sellke maximum p-ratio Descriptives
N Mean 3D SE
Display Residuals
Model fit Stafistics Height 100 168.345 9.992 0999
Weight 100 72048 15411 1541
Descriptives. Casewise diagnostics
Part and partial correlations
Coefficients covariance matrix
- Collinearity diagnostics -
a a
Append residuals to data
» Method Specification
» Plots
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ol [ i e e —| Name: Centered weight Long name:  Centered weight [x]
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s L Y | & cender | ¢ Height & Weight ‘é Centered weight
4 | Male 1821966851 99.67923905
1 Male 187.6714232 109.5777841 3752937943
5 | Male 177.4997615 93.47645966
2 Male 174.7060363 73.52664405 1478239377
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> 4 Centared weight
Results
Linear Regression
Factors
>
Model Summary - Height
. .
: . Model R R? Adjusted R? RMSE
M
WLS Welghts (aptional Ms 0.000 0.000 0.000 §.992
R g (opireal] M. 0.924 0853 0.852 3.847
MNote. My includes Centered weight
» Model
ANOVA
¥ Statistics
Model Sum of Squares df Mean Square F 1]
Madef Surwmary Losficent M Regression 8433.838 1 2433838 569.910 <.001
R squared change Estimates Residual 1450.258 9 14799
F change Feor | 5000 B Total 92884.096 99
> : 2 Note. M includes Centered weight
Al st i Conke gocetionala g o5 Note. The intercept model is omitted, as no meaningful infermation can be shown.
Durbin-Watson Tolerance and VIF
Vovk-Sellke maximum p-ratio
Coefficients
Display Residuals Model Unstandardized Standard Error Standardized t 1]
Model fit Statistics
Mo {Intercept) 168.345 0,999 169.480 = .00
4 Descriptives Casewise diagnostics
: : ; M; (Intercept) 168 345 0385 437 613 < 001
FEL R LR R e Centered weight 0.025 0.924 23.873 < .001
Coefficients covariance matrix
Collinearity diagnostics All
. ° Descripiives
e °
. o . N Mean E) SE
. Height 100 168.345 9.992 0.999
Appendissldoals o defn Centerad weight 100 75738 15411 1541
Column name eg. . residuals
» Method Specification
»_Plots
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Confidence and prediction intervals
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- Edit Data Descriptives T-Tests ANOVA Mixed Models  Regression Frequencies Factor Machine Learning  Meta-Analysis Power  Reliability Edit Data Descriptives T-Tests ANOVA Mixed Models Regression Frequencies Factor Machine Learning  Meta-Analysis Power  Reliability
ANOVA ANOVA
v Linear Regression Q0O O Model Sum of Squares ar Wean Square F [ v Linear Regression [RI - NON i W] Model Sum of Squares af Mean Square F [
. Regression 3413838 1 8433838 560910 <001 M Regression 8433838 1 8432838 560910 <001
Dependent Variable J Dependent Variable h
& Gender 5 : Residual 1450258 98 14799 & Gender 2pe - Residual 1450258 9 14799
# Height Total 9884.095 99 E 4 Height Total 9884.096 99
e — Note. M, inciudes Weight . Wote. M, includes Weight
it v Note. The intercept model is omitted, as no meaningful information can be shown. e Note. The intercept model is omitted, as no meaningful information can be shown.
nier
- Covariates H H Covariates H
- > 7 Weight > Coeficients . » 7 Weight . Coefficients ¥
Model Unstandardized _ Standard Emor__ Standardized [ » Model [ rdzed  Standard Erfor t [
e (Intercept) 168345 0.999 188480 <001 Mo (intercept) 188345 0.800 168480 <001
Factors M. (Intercept) 125194 1843 67746 <001 Factors My (intercept) 125.194 1348 67746 <001
> Weight 0598 0.025 0924 23873 <001 » Weight 0509 0.025 09024 23873 <001
Marginal Effects Plots Marginal Effects Plots
= LS Wi (Opsovad Marginal effect of Weight on Height - LS Weghis (oplooal) Marginal effect of Weight on Height
200 200
> < > <
> Model » Model
) 190 . 190
> Statistics » Statistics
> Method Specification 180 - » Method Specification 180 -
¥ Plots 5 v Plots 5
& 1707 ® 1701
Residuals Plots T Residuals Plots Other Piots T
Residuals vs. dependent el Residuals vs. dependent Marginal effects plots st
Residuals vs. covariates % Residuals vs. covariates Is (950
Residuals vs. predicied 3 450 Residuals vs. predicted Prediction intervals) 850 % 150 -
= Residuals hisiogram . H Residuals histogram E
H H :
Standardized residuals Standardized residuals
mndarfiead te 140 - T T o - 1404 7wy o o o
Q-Qplotstandardized residuals I 1 | | Q-Qplot standardized residuals. | | 1 L, |
e 20 40 60 80 100 120 Partal plots 20 40 60 80 100 120
Confidence i 950 Weight Confidence intervals [95.0 Weight
Prediction Intervals Prediction ntervals 850 | %
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Exercise |l

* Open data file “WorldHappiness.csv"®

« Conduct regression analysis: Predict happiness from GDP
« Regression coefficient, significance test, R?
» Test assumptions: linearity, homoscedasticity, and normality

« Conduct regression analysis: Predict happiness from logGDP
« Regression coefficient, significance test, R?
» Test assumptions: linearity, homoscedasticity, and normality

- Compare the results
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v Linear Regression Q006 Results
Dependent Variable " 2
4 Country 12 3 : Linear Regression
/' logGDP_per_capita /' Happiness
/" Healthy_life_expectancy_at_birth Methiod
4" Perceived_corruption Enter v Model Summary - Happiness
o | & Region s Model R R: Adjusted R? RMSE
: 4 GDP_squared
> 4 GDP Me 0.000 0.000 0.000 1.088
M, 0.723 0.522 0.518 0.755
Note. M includes GDP
Factors
> ANOVA
Modesl Sum of Squares df Mean Square F 4]
M Regression 82220 1 82.220 144178 =.001
Residual 75.276 132 0.570
WLS Weights (optional) Total 157 496 133
> Note. My includes GDP
> MNote. The intercept model is omitted, as no meaningful information can be shown.
» Model
v Statistics Coefficients
odel Unstandardized  Standard Error  Standardized t p
Model Summary Coefficients
R squarA dange Eestimiates Mo (Intercept) 5.531 0.004 53.834 <001
Fehangs Fom| 5000 | Boois M (Intercept) 4708 0.095 48774 < 001
GDP =3 0 0723 12.007 <.001
AIC and BIC Confidence intervals  o° i S0
Durbin-Watson Tolerance and VIF
Vovk-Sellke maximum p-ratio Descripiives
» | Display Residuals N sl SH HE:
. Model fit Statistics Happinezs 134 551 1.088 0.094
GDP 134 1977771 18906.476 1633.271
Descriptives Casewise diagnostics

Part and partial correlations
Coefficients covariance matrix

Collinearity diagnostics
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i = -
| |
M, (Intercept) 4708 0.095 4977 <.001
WLS Weights (optional) GDP 415921075 34531070 0723 12,01 <.001
>
» Model Residuals vs. Covariates
Residuals vs. GDP
¥ Statistics
Model Summary Coefficients.
- R squared change Estimates . o r2
» . °q w
. F change From 5000 . 5
e © @ @% -1 3
AIC and BIC Confidence intervals  ©5 ) o
e Y
Durbin-Watson Tolerance and VIF o o o © 5 B
Vovk-Sellke maximum p-ratio % . ® ° N
° LI ] ° @
= a
Display Residuals $ —1 -
Model fit Statistics o 2
o L
Descriptives Casewise diagnostics o o @ =2 g.
Part and partial correlations 3 24 o . o
b w
Coeficients covariance matrix 3
Collinearity diagnostics All 3
[ T I 1 T 1
0e+00 2e+04 4e+04 6Ge+04 Be+04 1e+05

¥ Method Specification

Stepping Method Criteria
©) Usepvalue Standardized Residuals Histogram ¥

Entry 0.05 Removal 0.1
Use F value

Entry

¥ Plots

Other Plots

Residuals Plots

Residuals vs. dependent Marginal effects plots

Density

Residuals vs. covariates
Residuals vs. predicted

Residuals histogram
Standardized residuals
Q-Q plot standardized residuals

Partial plots

GDP

» Export

Standardized Residuals

Q@-Q Plot Standardized Residuals
3

- N

Observed quantiles
o
1

Theoretical quantiles
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Logarithmic transformation

Logarithmic transformation
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Process

"

Reliability

» Model
v Statistics

Model Summary
R squared change

Coefficients

Fchange
AIC and BIC
Durbin-Watson

Display Residuals
Model fit
Descriptives
Partand partial correlations
Coefficients covariance matrix

Collinearity diagnostics A

¥ Method Specification
Stepping Method Criteria
O Use p value
Entry 0.05 Removal 0.1
Use F value

Entry 13.84

¥ Plots
Residuals Plots
Residuals vs. dependent
Residuals vs. covariates
5 Residuals vs. predicted
Residuals histogram
Standardized residuals
Q- plot standardized residuals
Partial plots

From |5000 |t

Confidence intervals

WLS Weights (aptional)

Estimates

Tolerance and VIF

Vovk-Sellke maximum p-ratio

Statistics.

Casewise diagnostics

DFBETAS

Other Plots
Marginal effects plots

103 D I g

-093%
0693

0.497
0.053

M {Intercept)
100GDP_per_capita

0752

LR

-1.889
13116

oot

061
= 001

Residuals vs. Covariates ¥

Residuals vs. logGDP_per_capita

Residuals
4]

I
6 7 8 9 10 1
logGDP_per_capita

Density

[ i 1 1 T ]
-4 -3 -2 -1 0 1

Standardized Residuals

sjenpissy pszipiepue)g

Q-Q Plot Standardized Residuals
3

L~}
1

-
L

Observed quantiles

i T I I T
4 3 -2 414 0 1

Theoretical quantiles

Empirical research in management and economics (Pachur)




) WorldHappiness*

(C\Users\pachurDocuments\Work\ TUM\ Teaching\W524\Empirical Research\Exercises\06_Regression [)

Mad™ L7 [3H87 =" X7 ST AT

Mo
-

s ¥ o " v
+ -

Edit Data Descriptives T-Tests ANOVA Mixed Models Regression Frequencies Factor Machine Learning Meta-Analysis Power Reliability
v Linear Regression RE - RoOKi K*) Results
Dependent Variable < 2
& Country 12 ? Linear Regression
/ GDP " /" Happiness
4 Healthy_life_expectancy_at_birth Ve
° 4 Perceived_corruption ° Model Summary - Happiness
- - Enter v ®
* | &% Region v . Model R R: Adjusted R*  RMSE
/' GDP_sguared
b /" logGDP_per_capita Mo 0.000 0.000 0.000 1.088
M; 0.752 0.566 0.563 0.720
Note. M, includes logGDFP_per_capita
Factors
> ANOVA
Model Sum of Squares df Mean Square F 1]
M Regression 89116 7] 89.116 172.030 =001
Residual G8.380 132 0518
b WLS Weights (optional) a Total 157 496 133
> Note. M, includes logGDFP_per_capiia
MNote. The intercept model is omitted, as no meaningful information can be shown
> Model
v Statistics Coefficients
Model Unstandardized Standard Error Standardized 1 p
Model Summary Coefficients
R spuamd-oange Eslimates Me (Intercept) 5.531 0.094 58.824 =001
Fchange From 5000 | boo M (Intercept) 0939 0.497 -1889 0.081
logGDP_per_capita 0.693 0.053 0.752 13.116 =001
AIC and BIC Confidence intervals 550
L L
: Durbin-Watson Tolerance and VIF :
Vovk-Sellke maximum p-ratio Descriptives
N Mean sSD SE
Display Residuals
Madel fit Statistics Happiness 134 5531 1.088 0.094
logGDF_per_capita 134 9.341 1.182 0.102
Descriptives Casewise diagnostics
Part and partial correlations Std. re DFBETAS
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Exercise ll]

« A study has collected data on the earnings (in $) and height (in
cm) of N = 1140 female employees (SD,ning = $15,508, SDy ight
= 6.54 cm). A regression analysis predicting earnings from
height yields an unstandardized regression weight for height of
b =148.57 (p = .034).

« Use G*Power to conduct an a priori power analysis to
determine the required sample size for a study aiming to
replicate the observed effect, with a = .05 and a power of .80.




riori power analysis for simple regression

6 G*Power 3.1.9.7 = X
File Edit View Tests Calculator Help
Central and noncentral distributions Protocol of power analyses
critical t = 1.64583
TN
Vs 2
/ N
7 b4
0.3 4 , 1
4 \
red / \\
V4 \
£
0.1 4 ’ o
e Ay
e B ~
a =
0= T T — T T T 1
-3 =2 =k 0 1 2 3 5
Test family Statistical test
‘t tests e | ‘Linear bivariate regression: One group, size of slope = \
Type of power analysis
‘A priori: Compute required sample size - given «, power, and effect size A ‘
Input Parameters - Output Parameters
Tail(s) !One ~ | Noncentrality parameter & 2.4882573
Determi 1 Slope H1 148.57 Critical t 1.6458254
o err prob 0.05 Df 1569
Power (1-B err prob) 0.8 Total sample size 1571
Slope HO 0 Actual power 0.8001986
Std dev o_x 6.54
Std dev o_y 15508
X-Y plot for a range of values Calculate
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